Heterodyne spectrometer sensitivity limit for quantum networking
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Abstract: Optical heterodyne detection-based spectrometers are attractive due to their relatively simple construction and ultra-high resolution. Here we demonstrate a proof-of-principle single-mode optical-fiber-based heterodyne spectrometer which has picometer resolution and quantum-limited sensitivity around 1550 nm. Moreover, we report a generalized quantum limit of detecting broadband multi-spectral-temporal-mode light using heterodyne detection, which provides a sensitivity limit on a heterodyne detection-based optical spectrometer. We then compare this sensitivity limit to several spectrometer types and dim light sources of interest, such as, spontaneous parametric downconversion, Raman scattering, and spontaneous four-wave mixing. We calculate the heterodyne spectrometer is significantly less sensitive than a single-photon detector and unable to detect these dim light sources, except for the brightest and narrowest-bandwidth examples.
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1. Introduction

In quantum networking, the spectra produced by the photon sources is critical to their performance. For quantum teleportation [1] and entanglement swapping [2], the photons entering the intermediate measurement system (Bell-state measurement [3]) need to be indistinguishable [4]. To certify this, it often includes measuring the joint-spectral intensity of the photon pair source with a single-photon spectrometer [5–11]. Moreover, adaptive bandwidth management has come to the forefront of current research as the community tries to circumvent the often-low emission rates of quantum technologies and provision the available photons to user needs [12,13]. In this case, a single photon spectrometer is required to characterize the highly entangled joint-spectral intensity [14]. These previous demonstrations have often necessitated use of expensive cryogenic single-photon detectors. It is therefore desirable to develop a single-photon spectrometer with high spectral resolution but without the use of cryogenic detectors.

A heterodyne spectrometer mixes the input signal with a tunable local oscillator and detects the strength of the intermediate frequency using a photodetector, e.g., a balanced photodiode pair followed by electrical amplification [15–18]. Over the years, heterodyne spectrometers have found many uses, including some of the earliest being characterization of atmospheric molecular composition [19,20], astronomical observation [21], and laser linewidth characterization [22]. More recently, heterodyne spectrometers are still primarily used for atmospheric molecular composition [23–25]. Heterodyne spectrometers have the benefit of the frequency resolution being primarily limited only by the local oscillator bandwidth and stability, assuming the post-processing electronics have the required precision. Because of this, heterodyne spectrometers have been demonstrated with resolution < 125 MHz (< 1 pm at 1550 nm) [26–30]. The
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sensitivity of these heterodyne spectrometers on the other hand has not been as impressive, often not much below -60 dBm [31,32] when using photodiodes. Using superconducting-nanowire single-photon detectors, -126 dBm has been shown for narrowband signals [26]. Others have shown that there are practical and theoretical limits to the sensitivity of heterodyne spectrometer and discussed them in the context of astronomical observation [16, 33] and laser side-band characterization [34].

In this work, we analyze the utility of heterodyne spectrometers for characterization of several light sources interesting to the growing quantum networking community. These very dim and often broadband light sources required specification of a more general sensitivity limit for heterodyne spectroscopy which we use in comparison with the brightness of several interesting light sources. In Sec. 2, we demonstrate a proof-of-principle fiber-based heterodyne spectrometer which has picometer resolution and high sensitivity in the conventional optical communications band. In Sec. 3, we generalize the sensitivity analysis of [33] with respect to the input spectra. Although our demonstration is in the infrared, our sensitivity analysis is applicable to any shot-noise limited heterodyne detector for any input spectra so is generally applicable to many use cases. We use our generalized analysis to compare the measured sensitivity for our heterodyne spectrometer with the generalized sensitivity limit, and with the measured sensitivity of a conventional grating-based spectrometer and a direct-detection single-photon-detector-based spectrometer. Finally, in Sec. 4, we compare the heterodyne-spectrometer-sensitivity limit with common single-photon sources, i.e., spontaneous parametric downconversion, spontaneous four-wave mixing, Raman scattering, and quantum dots.

2. Fiber-based

Demonstration In our simple single-mode optical-fiber-based heterodyne spectrometer (see Fig. 1), an input signal of any polarization, and potentially unknown spectra, enters the input port. It is attenuated, if necessary, and polarized. The polarization controller is used to optimize power through the polarizer. The input signal is mixed with the local oscillator on a 50/50 fiber beamsplitter. The mixing products are detected by an amplified balanced photodiode pair (Thorlabs PDB430C). For convenience, the amplified subtracted detector output goes to an electronic spectrum analyzer (ESA, specifically an Agilent N9000A CXA Signal Analyzer). Alternatively, if an ESA is unavailable or a smaller device is desired, an analog-to-digital converter (ADC) connected to a microprocessor could have been used [27] for a more cost-effective and integrated analysis solution.

In this experiment, we use two different input signals. We use a steep-edge filtered (1 nm bandpass filter from the Finisar Waveshaper 1000A) amplified-spontaneous-emission (ASE) source (Pritel SCG-40) and a narrowband (100-kHz linewidth, broadened to 50-500 MHz) tunable laser (Hewlett Packard 8168C). To generate the tunable narrowband local oscillator (LO), we use a tunable continuous-wave (CW) external-cavity laser (Pure Photonics PPCL550) with an intrinsic linewidth of about 10 kHz, frequency noise-broadened to about 200 kHz for > 0.1-ms integration times 2, and relative intensity noise < -120 dBc/Hz at 100 kHz. There is also an internal 900-Hz frequency dither on the LO, which further broadens the laser to about 100 MHz for > 1-ms integration times. For simplicity of this demonstration, we utilize the manufacturer’s wavelength calibration of the LO. Others have already demonstrated real-time wavelength calibration that could be used instead [27]. For comparison, we also record spectra on a conventional grating optical spectrum analyzer (Yokogawa AQ6370B) which has up to 20 pm resolution and -90 dBm sensitivity, implying a power-spectral-density sensitivity of -90 dBm/20 pm for signals of bandwidth ≥ 20 pm. The input signal was split with a 50/50 fiber beamsplitter between the Yokogawa optical spectrum analyzer (OSA) and the heterodyne spectrometer.

2We estimate the broadened bandwidth using the technique outlined in [35], which used the manufacturer’s measurement of the frequency noise.
We measure the spectra of the steep-edge filtered ASE source using the Yokogawa OSA and our heterodyne spectrometer (see Fig. 2). Due to the < 10 GHz minimum bandwidth of the programmable filter used, we expect very steep edges. Fig. 2a is the output of the Yokogawa OSA on the highest resolution setting (20 pm) and Fig. 2b is the output of the heterodyne spectrometer. Notice the rounded edge of the magnified graph in Fig. 2c compared to the steeper edge and increased detail in Fig. 2d; this indicates the heterodyne spectrometer has a better resolution.

In Fig. 3, we compare the resolution more directly and can estimate it straight from the data. Here the input signal is a narrowband tunable laser, which is broadened, presumably by internal frequency dithering. In Fig. 3a, we see a peak produced by the input signal being detected by the Yokogawa spectrometer. In Fig. 3b, on the same scale, we see a much narrower peak produced by the same input signal being detected by the heterodyne spectrometer. A magnified graph (Fig. 3c) reveals the input signal linewidth convolved with the LO linewidth and the dithering of the two lasers. From this we can see the true laser linewidths of the LO and input signal are each much less than 1 pm.

We see in Fig. 3c artifacts of the LO operating mode which uses a frequency dither that spanned about 100 MHz, at a rate of about 900 Hz. The narrowband input signal was also broadened, likely via dithering as well. The video bandwidth during this data collection partially integrated the dither, resulting in many apparent peaks. With further development and automation, a frequency scan of the LO can be used to avoid an LO dither and the scan can be synchronized with the detector measurement by an ADC using a control microprocessor [27]. Using a frequency scan, the spectrometer resolution can be improved significantly and is then limited by the laser linewidth, scan speed, and measurement integration time. Using these techniques near 1550 nm, resolution down to 6 MHz has been demonstrated [27].

Furthermore, for amplification, our Thorlabs PDB430C uses two gain stages of $10^3$ and 10, via two Analog Devices OPA847 amplifiers. We modified another PDB430C we have to a single gain stage of $10^4$ using one Analog Devices OPA657 and an output low-pass filter with a corner frequency of about 10 MHz. These modifications significantly reduce the bandwidth from about 350 MHz to about 10 MHz, but they also reduce the electronics noise by about 8 dB. With these modifications, we improve on Fig. 3b; the heterodyne spectrometer now has a sensitivity of about -89 dBm (see Fig. 4a), roughly matching the Yokogawa OSA, and to our knowledge, now exceed the power sensitivity of all other demonstrated heterodyne spectrometers using photodiodes which published data providing absolute input signal power of the noise floor. Unfortunately, most previous heterodyne spectrometer demonstrations only published normalized
Fig. 2. Spectrometer comparison with 1-nm input signal. (a) Yokogawa spectrometer output using best resolution (20 pm). Note: the absolute wavelength calibration of the Yokogawa OSA differs from our other instruments by about 0.4 nm. (b) Heterodyne spectrometer output. (c) Magnified top left corner of (a). (d) Magnified top left corner of (b).

power measurements.

While we believe we have developed the most sensitive heterodyne spectrometer with photodiodes to date, it is natural to consider if the sensitivity may be further improved. In Fig. 4b, we use a higher video bandwidth on the ESA which shows higher peaks for the same optical input power as Fig. 4a. This leads us to conclude that without frequency dithered lasers (which the LO and signal were), the sensitivity can be further improved. In the next section, we consider the practical sensitivity limits for a heterodyne spectrometer. Accordingly, we compare the measured sensitivity of our spectrometer to the sensitivity limit described in Sec. 3 and show what the sensitivity could be without laser frequency dithering.

3. Sensitivity Analysis

Previous work shows that heterodyne detection [36], and even heterodyne spectrometers [33], when LO shot noise dominates all other sources of noise, can reach the quantum detection limit ($P_{\text{min}}$), i.e., detection of one photon (with energy $h\nu$) within the system resolution time $\Delta \nu^{-1}$ (sec),

$$P_{\text{min}} = h\nu\Delta \nu,$$

assuming the detector has unit quantum efficiency, where $h$ is Planck’s constant and $\nu$ is the frequency of the light.

This detection limit and our analysis assume there is mutual spatial coherence [37] between the signal and local oscillator. To satisfy this, we assume in our analysis that both the signal and local oscillator are combined into the same single spatial mode before detection, e.g., through
Fig. 3. Spectrometer comparison with narrowband laser input. (a) Yokogawa spectrometer output using best resolution (20 pm). Note: the absolute wavelength calibration of the Yokogawa OSA differs from our other instruments by about 0.4 nm. (b) Heterodyne spectrometer output. Data was taken with a ESA video bandwidth of 10 Hz which partially integrates over LO frequency dither. (c) Magnified version of (b). \( \lambda_{LO} = 1548.800 \) nm.

careful optical alignment of single-spatial-mode beams or coupling into single-mode fiber-optic cable. Steady-state temporal coherence, as normally required for conventional interferometry is not required here.

More crucially, in Eq. (1) there is an implicit assumption that there is just a single spectral-temporal mode under consideration too. This may be true for narrow molecular transition lines, for which previous analyses were developed \([33,34]\), but in general, light sources emit into many spectral-temporal modes. When that is the case, the above analysis implies, and we state explicitly, that detecting a single photon per mode within the resolution time is the more general limit for heterodyne detection and therefore, also heterodyne spectrometers. For a single polarization, the number of spectral-temporal modes within a certain bandwidth \( \Delta \nu \) and integration time \( \Delta t \) is \( N = \Delta \nu \Delta t = c \Delta \lambda \Delta t / \lambda^2 \) \([38]\). For certain pulsed experiments, \( \Delta t \) is instead proportional to the pulse width \([39]\). For a common integration time of 1 second, and a 1-kHz bandwidth, that implies one thousand spectral-temporal modes. Even narrow-linewidth sources (~ kHz) emit into many spectral-temporal modes, let alone broadband sources, so this is an important consideration.

For a heterodyne spectrometer, the average detected photon number per mode is

\[
\langle n(\nu_m) \rangle = \frac{S_{in}(\nu_m) \eta}{h \nu_{in}}
\]

(2)

where the input signal power-spectral density is \( S_{in}(\nu_m) \) and the detection efficiency is \( \eta \). The input signal power-spectral density is equivalent to the average energy detected per temporal-
Fig. 4. Heterodyne spectrometer output at the sensitivity level with $\lambda_{LO} = 1548.809$ nm. (a) The input signal is the narrowband laser, attenuated to -89 dBm (optical power). The ESA video bandwidth was 1 kHz, and the resolution bandwidth was 1 MHz. RF = radio frequency. (b) Using an ESA 100-kHz video bandwidth, we remeasure the heterodyne signal from the same input signal as (a).

The sensitivity limit is defined above as one detected photon per mode, equates to a measured noise variance 3-dB higher than the shot noise, when the input noise quadratures are equal. To derive this we use the relation from [40] which equates average photon number per mode to measured noise variance.

$$h n_i = h Z_i = h X_i^2 + h P_i^2 \tag{3}$$

$$h \Delta X_i^2 = 1/2 \text{ (shot-noise variance)} \tag{4}$$

where we use the definition $Z = X^2 + P^2$, and the assumptions $\langle \Delta P^2 \rangle = \langle \Delta X^2 \rangle = \langle X^2 \rangle - \langle X \rangle^2$ and $\langle X \rangle = \langle P \rangle = 0$. These are valid assumptions for symmetric phase-space distributions when averaging over the phase between the LO and input signal. Using Eq. (5), when $\langle n \rangle = 0$, $\langle \Delta X_i^2 \rangle = 1/2$ (shot-noise variance). Moreover, when $\langle n \rangle = 1$, $\langle \Delta X_i^2 \rangle = 1$, which is twice (3 dB) the shot-noise variance. Therefore, when the measured noise variance is 3 dB above the shot-noise variance, there is one photon per mode on average. Similarly, the noise-equivalent power of a coherent detector is on average one photon per mode, when the noise is dominated by LO shot noise and the $-1$ in Eq. (3)-(5) is interpreted as the shot noise contribution [40].

Using the same filtered ASE source from Fig. 2b, we attenuate its input power into the
heterodyne spectrometer until we measure an radio-frequency (RF) noise power of about -65.5 dBm at 6 MHz, which is 3-dB greater than the shot-noise (-68.5 dBm, which is 10 dB greater than the electronics noise using the modified detector) measured on the ESA. These measurements were taken with an integration time of 0.00012 s (one point of a 1001-point sweep of the ESA taking 0.12 s) with an ESA resolution bandwidth of 1 MHz. To measure the optical input power of the filtered ASE source sent into the heterodyne spectrometer when it produced a heterodyne signal 3 dB above shot noise, we use the Yokogawa OSA as a power meter and measured an optical power-spectral-density of $S_{in} = -64$ dBm/20 pm, near $\nu_{LO}$. Using Eq. (2), this implies we need about 1.25 input photons per mode from the filtered ASE source to have one detected photon per mode. Thus, the heterodyne spectrometer has a measured sensitivity of -64 dBm/20 pm. The necessary input photons per mode are greater than one because of electronics noise, loss, and imperfect detection efficiency. This shows our spectrometer is very near the quantum limit for shot-noise-limited detection sensitivity.

Using the narrowband laser (from Fig. 3b), we attenuate its input power into the heterodyne spectrometer until we measure a signal about 3 dB above shot noise (see Fig. 4a). At this optical power level, we use the Yokogawa OSA as a power meter and measure an optical power of -89 dBm. The laser is specified to have a 100-kHz linewidth; thus, the actual power-spectral density sensitivity measured is -89 dBm/0.8 fm = -45 dBm/20 pm, assuming a top-hat spectral shape with a width of 100 kHz. This means that for 1 detected photon per mode, about 100 input photons per mode are needed, much greater than one. This sensitivity is primarily due to the internal laser frequency dithering of both the LO and the narrowband signal laser, and other noise broadening of the laser linewidths. Accordingly, there is not always an intermediate frequency produced at 6 MHz (our detection frequency), or even in the detection bandwidth (see Fig. 4b). If the lasers were not dithered or broadened, these measurements imply a possible power-spectral-density sensitivity of about -109 dBm/0.8 fm = -65 dBm/20 pm, which is roughly equal to the directly measured sensitivity using the filtered ASE source. The sensitivity for the heterodyne spectrometer is thus consistent, namely, one detected photon per spectral-temporal mode, regardless of the input light source.

In contrast, the Yokogawa OSA measures power-spectral density with noise that is fixed for a given spectral resolution. Importantly, it does not have any noise contribution from LO shot noise (since there is no LO used) so it is not limited by Eq. 1. At the minimum resolution, the power-spectral-density sensitivity is -90 dBm/20 pm. That is equivalent to 0.003 photons per spectral-temporal mode. Nevertheless, this noise is fixed. If the signal occupies less than a 20 pm bandwidth, there is still the same amount of noise when measured with the Yokogawa OSA, which will effectively increase the input photons required per spectral-temporal mode. In that situation, it is possible for the heterodyne spectrometer to have better power sensitivity, assuming the LO linewidth is much less than 20 pm, as it is in our experiment. For example, it has been shown that a heterodyne spectrometer measured the resonance fluorescence of a single ion [41]. These conclusions agree with a similar analysis which compared direct detection and heterodyne detection for astronomical sources of varying bandwidth [16].

Let us now compare the sensitivity of a heterodyne spectrometer and the Yokogawa OSA to one based on a single-photon detector [11]. Superconducting-nanowire single-photon detectors (SNSPD) have exceptionally low noise characteristics in the near infrared [42, 43]. For a SNSPD, sensitive around 1550 nm, coupled to single-mode fiber, a typical dark noise count rate is about 100 counts/s [42, 44], depending on the temperature and bias current. This dark count rate is independent of any optical filter in front of the detector. For an even comparison, let us say there is a 20-pm wide tunable filter in front of the SNSPD. This notional configuration yields $4 \times 10^{-8}$ noise counts per mode. Thus, for dim broadband signals considered here, the filter and SNSPD is the better choice because it has lower noise. If the noise counts per mode using a filter and an SNSPD exceeds one, then it is more advantageous to use a heterodyne spectrometer. Interestingly,
there was a demonstration with SNSPDs integrated into a heterodyne spectrometer [26]. This device showed detection at low light levels (about 1000 photons/sec) for a very narrowband light source (about 1 kHz), which agrees with the shot-noise detection limit discussed here. Overall, these results agree with the consensus in the astronomical community that single-photon detectors are preferred for viewing dim astronomical objects [45, 46].

4. Modal Brightness of Dim Light Sources

Now we turn our attention to several light sources, which are commonly detected by single-photon detectors and are of great importance to the quantum networking community, to see if a heterodyne spectrometer could be used for their characterization.

Spontaneous parametric downconversion (SPDC) [47] is a spectrally rich and diverse process, heavily used in quantum communications experiments. SPDC pair generation is highest most often in waveguides due to better mode overlap between the signal, idler, and pump and increased SPDC spectral density inside the waveguide [48]. Waveguide pair generation rates of about $R_p = 3 \times 10^8$ pairs/s per mW of pump in a 1-nm bandwidth have been measured for type-I SPDC processes in lithium niobate [49]. Here we are interested in calculating how many photons are generated into a single spectral-temporal mode. For $\lambda = 1550$ nm, $\Delta \lambda = 1$ nm, and $\Delta t = 1$ s, there are about $N = 10^{11}$ spectral-temporal modes. For a 1-mW laser-pumped SPDC source, that gives on average $3 \times 10^8/10^{11} = 0.003$ photons per mode, resulting in an SNR much less than one, which means the signal is not practically detectable with a heterodyne spectrometer. A practical application of heterodyne spectrometry here would require scanning quickly over many frequency settings to capture the broadband spectra, leaving little time to integrate for each data point. It is not even likely that integration would help much for this application anyway, as it would help define the average noise amount better, but not remove it to reveal the true signal and improve the dynamic range.

There has been development of factorable joint-spectral intensity SPDC sources, employing pulsed pump lasers [50–53], which is important for entanglement swapping and other experiments involving multi-photon interference [54–56]. The brightness of these sources is still much less than one photon pair per pump pulse, so that even if an LO sharing the same spectral-temporal mode of the SPDC were used, it would still not be easily detectable with a heterodyne spectrometer. Furthermore, since the SPDC and LO would be in the same mode, the spectrometer resolution would be equal to the convolution of spectral width of the SPDC spectrum.

Raman scattering is commonly produced in fiber-optic cables by bright laser light (such as the pulses which carry data in fiber-optic networks) inelastically scattering with the fiber itself [57]. Raman scattering is a pervasive noise source that often degrades the results of demonstrations where quantum and classical signals coexist together in the same fiber [58–61]. The bandwidth of Raman scattering in optical fibers is usually several Tera-Hertz and the scattering cross-section ($\rho(\lambda)$) is on the order of $10^{-9}$ nm$^{-1}$ km$^{-1}$ [62]. For a $P_0 = 1$ mW laser going down a $L = 25$ km standard single-mode fiber (with attenuation per unit length $\alpha = 0.2$ dB/km), that produces at the output of the fiber [62]

$$P_{SRS} = P_0 L \rho(\lambda) 10^{\alpha L/10} = 8 \times 10^{-11} \text{W/nm}$$

$$= 6 \times 10^8 \text{(1550-nm photons/s/nm).}$$

For an 1-sec integration time and a 1-nm bandwidth at 1550 nm there are about $N = 10^{11}$ spectral-temporal modes. In that case, the number of SRS photons per mode is about $6 \times 10^8/10^{11} = 0.006$, resulting in an SNR much less than one, which means the signal is not practically detectable with a heterodyne spectrometer. Using a pulsed pump with a high peak power (> 1 W) can greatly increase the Raman scattered photons within the pulse and the scattered photons may be able
to be seen on a heterodyne spectrometer with the right LO (which would also likely need to be pulsed).

Spontaneous four-wave mixing (SFWM) is a process where two degenerate pump photons are converted into a signal-idler pair of photons [63–66]. SFWM is a competing process to SPDC for the generation of photon pairs. It can occur in fiber-optic cables rather efficiently due to long interaction lengths and small mode volumes [67]. This process occurs most efficiently when there is optimal phase matching which happens when the pump is located at the zero-dispersion wavelength of the fiber [68]. The average number of photons per mode for the signal and idler beams is \( \gamma P_0 L \), where \( \gamma \) is the non-linear coefficient of the fiber (often having units of \( W^{-1} \) \( \text{km}^{-1} \)), \( P_0 \) is the pump power, and \( L \) is the fiber length [67]. Highly non-linear fibers can have \( \gamma = 10 \) \( W^{-1} \) \( \text{km}^{-1} \) and lengths commonly less than 1 km. With a pump power of 1 mW, the average number of photons per mode is \( 10^{-4} \). Clearly, this source of light is not bright enough to be practically detected by a heterodyne spectrometer either.

Finally, there is current development of deterministic single-photon sources using quantum dots [69]. These narrow-linewidth emitters, at first, appear to be a good candidate for characterization with a heterodyne spectrometer, but they will not be bright enough since they are emitting equal to or less than one photon per spectral-temporal mode, as “single” photon sources. If the quantum dot sources were operated with higher brightness, then spectral characterization via a heterodyne spectrometer may be possible.

5. Conclusion

We have demonstrated a proof-of-principle heterodyne spectrometer which has a 20-times better wavelength resolution than a conventional low-noise grating-based spectrometer, with the potential for 200-times better resolution. Furthermore, the heterodyne spectrometer sensitivity can be much better than the conventional spectrometer for signals narrower than the conventional spectrometer’s minimum resolution, otherwise the heterodyne spectrometer sensitivity is worse. Moreover, we calculate that, due to LO shot noise, heterodyne-detection-based spectrometers have fundamental sensitivity limitations that are significantly higher than that of a single-photon detector. Finally, we analyze the brightness of several light sources of interest to quantum networking and compare them with the heterodyne spectrometer sensitivity limit. From this comparison, it is now clear that the heterodyne spectrometer is not sensitive enough to measure spectra of many light sources of interest in quantum networking, specifically those of broad bandwidth that have on average much less than one photon per mode yet, it is sensitive enough for brighter narrow linewidth sources.
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